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Abstract:  Searle made a distinction between brute facts and institutional facts of language. While brute facts concern the frequencies of word occurences, type-token ratios of specific words and other kind of statistical models of word occurences and relations among words, institutional facts presuppose the existence of certain human institutions, i.e. systems of constitutive rules. In this paper we argue that information retrieval mostly has been focussing on the brute facts of language. When information retrieval and document management systems are to be designed in organizational settings, we need to take the institutional facts of language into account. We propose a way of combining statistical techniques of treating brute facts with pragmatically oriented methods of using institutional facts as the foundation for design of information retrieval systems.

1. Introduction

The number of documents and messages we are confronted with in and outside our work is steadily increasing. Efficient ways of sorting them and orient among them are called for more and more. For many organizations the paperwork plays an essential role and consumes considerable resources, even if it is not part of the main business. The processing of documents may as such be the primary application of personal computers in the 1990s [Blair 91]. The technical possibilities have rapidly changed the possibilities to implement different kinds of software for automating work flow, supporting co-operative work, share information and access huge amounts of information and documents. But while technical solutions are rapidly delivered (e.g. imaging, document management systems, workflow etc., theories, methods and design guidelines on how to use the new kinds of computer artefacts in real problem situation lag far behind. The problem still remains on what grounds we should classify, use, valuate, and distribute the information.

A user of an information retrieval system has goals and intentions related to a need of information or knowledge. This makes the person engage in an active information seeking behaviour, expressing his information need in a query. The query is then matched with the descriptions of the document content (e.g. its ‘index’ which will soon be described).

The goal of information retrieval (IR) techniques is to store documents in such a way that they later could be retrieved by describing the requested information and match it against the information content of the document. To do this we need a representation of the document  and a query language to work on this representation. In the most simple case the representation is the file itself, and the query language is free-text search on keywords. In the most advanced cases the documents will be transformed to complete knowledge bases where very complex queries may be stated.

The traditional model of IR may be referred to as the “bibliographical model” or the “library model”. The documents are not themselves stored, but referred to by e.g. author, source, or location together with some summary or abstract of the content. In this model all information is of equal value and a central resource. The current paradigm of IR may thus be summarized as a matching process, where the relevance of documents is judged according to the similarity between the search query and the keyword-indexed entries of each document in some kind of structured data base [Parsay 89]. These keyword entries are mostly created by applying statistical techniques on the texts. It is not controversial to say that the indexing process is to a large degree linguistic to its nature, and would benefit from the use of linguistic theories and techniques, see for example [Salton 86; Willett 88].

“In principle, the choice of an indexing system that will be useful for content representation of natural language texts should be based on linguistic consider​ations, especially semantic components. However, since linguistic analyzis methods are difficult to apply efficiently to large text samples, most indexing theories are based on statistical or probabilistic methodologies.”  [Salton 86].

When linguistic theories are applied in the IR-area, they are mostly based on word semantics, i.e. lexicographic theories and methods, corpus linguistics and the like. More advanced NLP techniques have been tried out with a limited success. The idea of subjecting every piece of text to automatic semantic parsing is utopic simply because there are no such sys​tems, but syntactic analyzis have been carried out on large sets of documents to underlie a subsequent indexing procedure; [Fagan 87; Smeaton & Sheridan 91; Grefenstette 92]. The question is however whether the im​provement in text retrieval effectiveness offered by syntactive indexing phrases as a supplement to word-based indexing is worth its price [Lewis & Croft 90]. 

Little interest has been shown to address more pragmatic issues of language, even though some authors have posted more research on these matters as wanted. See for example [Blair 92; Blair & Gordon 92]. With pragmatic issues we do not mean more advanced semantic parsing and the automatic handling of pragmatic phenomena in texts (e.g. ellipsis, anaphora etc.), but the institutional facts of language that have to be taken into account in the design of information retrieval systems in an organizational setting. That is the way we use language and documents to do things in business, the role they play in an organizational context of work, information flows and business processes (see e.g. [Beskow & Hagman 93]). A discussion of semiotic perspectives on information retrieval concerning some of these issues is found in [Carlson & Ljungberg 94].

In this article we present research which tries to combine a statistical approach with a pragmatic approach. Experiments on news paper articles with statistical clustering are presented together with planned experiments on material in an organizational setting.

2. Brute Facts versus Institutional Facts of Language

Searle made a distinction between brute facts and institutional facts of language [Searle 69]. Brute facts of language consist of frequencies of word occurrences in a text, type-token ratios of specific words and other kind of statistical models of word occurrences and relations among words. Institutional facts, unlike the brute facts, presuppose the existence of certain human institutions, i.e. systems of constitutive rules. As will be shown below, however, these two aspects of language and thereby many of its manifestations in speech and text often correlate. By that we mean e.g. that the language used in a certain activity tend to be realized with a typical lexicon or syntax which, described as brute facts and expressed as statistics, could be seen as the characteristics of that activity. Moreover, as is hinted in Figure 1, often the differences concern even which medium is chosen.

The three aspects of language in figure 1  are possible to combine in a number of ways. Here, the aspect manifestation is illustra​ted with symbols of different media but even given one particular me​dium, e.g. written paper, the Communicative acts and genres are typically manifested in different ways when considering their “brute facts” (i.e. word statistics, predominant syntactic structures, etc).
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Figure 1.  Three aspects of language, combinable in different ways.
Although the genre of a given text may be “guessed” from its brute facts, sometimes with astonishing accuracy [Biber 93], according to Searle, statistics cannot give the full meaning of a text by itself, i.e. it is not generally possible to derive institutional facts of language from the brute facts of language. The real meaning can only be understood within the context of the institution where language is used. Consider Searle’s example from an American football game. To describe the game in terms of brute facts, i.e. using statistical techniques, certain structures and laws could be formulated:

“After a time the observer would discover the law of periodical clustering: at statistically regular intervals organisms in colored shirts cluster together in a ruffly circular fashion (the huddle). Furthermore at equally regular intervals, circular clustering is followed by linear clustering (the teams line up for play)....”. [Searle 69, p 52]

No matter how much data of this sort the observers collect and how many inductive generalisations they could make from the data, they have still not described American football: “What is missing are all those concepts which are backed by constitutive rules, concepts such as touchdown, offside, game, points, first down, time out etc.” That is, what is missing is the statements that describes the phenomenon as a game of football. The brute facts may be explained in terms of the institutional facts, but the institutional facts can only be explained in terms of the underlying constitutive rules.

The assumption commonly adopted by the prevailing paradigm of simple full-text retrieval, that brute facts of language are sufficient for determining what a text is about is thus erroneous, at least in an organizational setting. Most documents in an organization is used for specific purposes, are produced and read in a specific “discourse” or “conversation”
, they have specific links to other documents, and the documents’ meaning is dependent on the institutional setting and organizational context. Within such a context, however, statistical methods such as cluster analyzis may be valuable tool.

3. Information Retrieval and Brute Facts of Language
Large part of the traditional models of information retrieval and automated indexing is based on statistical analyzis of the words and phrases used in the text. Grammatical function words, or the so-called syncategorematic words e.g. ‘and’, ‘of’, and ‘that’, are characterized by high frequencies of occurrence in all documents. Non-functional content words, on the other hand, relate to the actual document content in a document collection with highly varying fre​quencies
 and their frequency is often used to indicate their importance as possible keywords for the content representation.

Techniques based on term frequency have been dominating ever since the earliest systems. In a first step, all function words are eliminated from the documents. Then the term frequency for each remaining term is computed in each document. Based on the frequencies, a threshold frequency is normally chosen, and to each document is assigned terms, with higher occurrence than the threshold frequency. However, this technique only has positive effects on recall, (i.e. the percentage of all relevant documents actually retrieved).

Precision (i.e. the percentage of relevant documents among the actually retrieved ones) is better served by terms occurring rarely in individual document collections. This may be achieved using an inverse function of the occurrence of the term. The specificity of a given term to a given document, can be measured by a combination of its frequency of occurrence inside that document, and an inverse function of the number of documents in the collection (the ‘inverse document frequency’). The best terms to assign to documents will be those occurring frequently in specific documents but rarely in the collection of documents as a whole. A similar view is that from information theory [Shannon & Weaver 49], that the terms carrying most information, are the least predictable terms in a text. When comparing the documents with each other or with a query in a typical IR session more matching terms will be found if they can be connected by a thesaurus or an association list based on co-occurences [Grefenstette 92].

In a small experiment on the relation brute vs. institutional facts of language we have looked at the language used in 445 newspaper articles taken from nine different sections of the same local newspaper
. The sections and their corresponding letters (Swedish abbreviations) we very freely translate as: 


‘down town’
(A)
‘TV and entertainment’
(N)


‘regional news’
(G)
‘politics’
(P)


‘financial news’
(H)
‘sports’
(S)


‘cultural events’
(K)
‘foreign news’
(U)


‘editors' letter’
(L)


In this experiment we tried the hypothesis that the division of all the news material into nine sections was the result of some underlying institutional facts about structuring newspapers. We wanted to see whether the articles could be ordered again automatically into the same sections by just considering some of their brute facts. This would give an idea of how far these brute facts would take us towards a (quantitative) description of the underlying institutional facts which had originally decided the division of the material. 

The first step was to represent each article with an index describing its main semantic content with a number of keywords chosen from a total set of (in this case 1,154) keywords which were found to be the semantically “heaviest” words of the whole corpus of 445 articles. A typical index of an article consisted of matches of at least one occurrence of about 20-40 of these keywords.

A comment on the keywords; they were not necessarily actual words but what we would call word “stems”. Since we had no access to a real morphologic parser, a pseudo-morphologic parser was used to obtain these stems which were used as a cheap but good enough surrogate for the wanted root morphemes. An estimated accuracy is 60-70%.
In the next step the articles underwent a hierarchical cluster analyzis
 based on these indices consisting of the most frequent “pseudo-morphemes” of each article. We obtained a tree or ‘dendrogram’ where all the articles were represented as leaves and connected to each other according to their mutual similarity. 

Now, in order to divide the whole material into exactly nine parts, we let the program cut the dendrogram optimally, i.e. in nine pieces as equally big as possible. The result was nine “artificial” sections
 which coincide with the man-made sections as is shown in Table 2.

	
	    Artificial
Original
	I
	II
	III
	IV
	V
	VI
	VII
	VIII
	IX
	  ∑

	
	     A
	11
	1
	1
	1
	8
	1
	1
	18
	8
	50

	
	     G
	1
	13
	8
	2
	9
	0
	6
	5
	5
	49

	
	     H
	9
	9
	6
	6
	3
	0
	2
	2
	13
	50

	
	     K
	7
	10
	5
	2
	19
	0
	0
	6
	1
	50

	
	     L
	0
	5
	6
	2
	6
	14
	11
	3
	2
	49

	
	     N
	8
	2
	8
	1
	9
	1
	1
	12
	6
	48

	
	     P
	0
	4
	9
	4
	1
	10
	18
	0
	4
	50

	
	     S
	7
	1
	10
	7
	0
	0
	5
	17
	2
	49

	
	     U
	0
	11
	3
	17
	0
	15
	0
	3
	1
	50

	
	          ∑
	43
	56
	56
	42
	55
	41
	44
	66
	42
	445


Table 1.  The distributions of 445 articles on the nine original sections.

Table 1 shows a comparison between the distributions of 445 articles on the nine original sections and on the nine artificial sections (italics). Due to the structure of the dendrogram the size of the artificial sections is more varying. Some clearly dominating original sections contributing to the artificial ones have been boldfaced.

Due to the relatively low number of keywords and the approximative “morphologic” analyzis, these nine sections give in their entirety very few clues of how the underlying institutional facts governing the sectionizing of the newspaper correlate with the brute facts of the articles in each section. But, nevertheless, inside the artificial sections several subtrees were found which maintained the original sectioning by virtue of brute facts only. An example of this is shown in Figure 2 where 14 of the 50 articles about foreign news have been grouped together inside section IV according to the similarity of their keywords.

                  :                                    .
         |                |                            .
         |       |                 |                   .
         |       |      |                    |         .
      |      |   |      |              |           |

   |     |   |   |   |     |       |       |       |   .
 |   |   |   |   |   |   |   |   |   |   |   |   |   | .
U44 U49 U50 U05 U32 U28 U41 U42 U11 U20 U03 U14 U15 U21

 ^   ^   ^   ^   ^   ^   ^   ^   ^   ^   ^   ^   ^   ^

U49 U44 U44 U49 U03 U42 U42 U41 U20 U11 U14 U03 U21 U15
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U05 U36 H40 U50 U14 U21 U21 U21 U14 U41 U21 U21 U03 U14

U07 G14 H41 U47 U28 U41 U11 U28 U03 U03 U42 U42 U14 U11

U15 H31 H02 L12 U42 U03 U03 U20 U21 U14 U04 U20 U11 U03

U21 H46 H31 L30 U47 U20 U28 U03 U41 U21 U47 U15 U28 U41

U24 H41 G14 L09 U41 U15 U14 U14 U28 U28 U41 U41 U47 U28

G14 U28 L20 P15 U15 U14 U47 U15 U47 U47 U15 U47 U20 U20

U39 L20 P44 U06 L02 U47 U15 U47 U15 U15 U20 U28 U41 U47
U06 U39 H46 U19 L01 U04 U43 L01 U32 U04 L02 U32 U04 U04
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Figure 2.  14 of the 445 articles automati​cally structured as a dendrogram.
Figure 2 shows a subtree containing 14 of the 445 articles (i.e. 3%), automati​cally structured as a dendrogram according to the simularity of their in​dex of “semantic content”. All articles here belong to the original section ‘foreign news’ (U) and under each article in the dendrogram its ten most similar “co-articles” are ranked. Articles not belonging to this subtree are dimmed whereas the others illustrate the associative forces deciding the structure of the tree.
The Swedish headlines of the 14 articles in Figure 2 could be, again, very freely, trans​lated into the following English ones:

U44: Bomb Killed Eight in Israel

U49: Wave of Violence Swept over Israel

U50: Israeli Border Closed for Palestinians

U05: Israel Frees More Palestinians

U32: Sarajevo Bridge Opened

U28: Exchange of Prisoners in Bosnia

U41: Mass Evacuation Planned in North-Eastern Bosnia

U42: Mass Evacuation Cancelled

U11: UN Allowed to Patrol Bosnian Frontlines

U20: Bad Weather Saved Serbs from NATO Bombing

U03: The West has Shown its Strength in Bosnia

U14: Tuzla Airport Ready to be Opened

U15: The Trams Move Again in Sarajevo

U21: Bombing Continues in Sarajevo

Of course, new combinations of articles originally belonging to different sections also emerged. Figure 3 is an example:
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          |                          |            .
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 |     |     |     |     |     |     |     |     | 
G06   U07   G36   N18   S03   S27   L22   L47   H39
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U07   G06   N18   G06   P46   L49   P43   P38   G29
N18   G36   U07   G36   H04   L36   L15   P50   L47

G36   N18   G06   U07   L49   S42   L27   L11   H19
U39   U44   G14   N35   P16   L27   L33   L49   G07
U06   U06   G28   N22   S27   L22   L36   P44   G23
A05   U39   L14   G28   U07   L33   L49   L22   S13
L14   S03   S03   U06   S25   H43   L47   H09   G32
G14   G28   U39   U39   P50   U20   H30   P40   G24
H32   N35   U06   U34   L33   S03   L02   P16   G16
H43   G15   N35   S03   P44   H03   L11   L33   H45
 …     …     …     …     …     …     …     …     …

Figure 3  Another subtree of the 445 articles automati​cally structured as a dendrogram according to the simularity of their in​dex of “semantic content”. The nine articles here belong to six of the original nine sections. Under each article in the dendrogram its ten most similar “co-articles” are ranked and articles not contained this subtree are dimmed as in Figure 3.
The corresponding headlines of the 9 articles in Figure 3 we may translate as:

G06: Two Persons Arrested for Beer Smuggling

U07: Lebanese Muslim Shoots at Jewish Bus from Taxi

G36: Public Prosecutor Wants Policeman Charged for Misconduct

N18: New Tough Challenges for Inspector Jane

S03: Swedish Horse Transport Set on Fire in Italy?

S27: Conflict between our Ski Champs and their Sponsors

L22: Slow Steps towards Saving the West Sea

L47: Slow Down the Shipyard Plans! 

H39: Mölnlycke Moves into Platzer’s Office Building

Note the difference of the associative forces within the left and right halves of the subtree in Figure 3. Although the left half is considerably more strongly “held together” than the right half, the associative forces are much lower than those in the right half of the subtree in Figure 2. The article pair G06 and U07, for instance, share 4 keyword types (12 tokens), whereas the most similar articles in the whole collection, U41 and U42, share 16 keyword types (and altogether 44 tokens).

The headlines of the articles in Figure 3 quite well support the structure of the dendro​gram but what about those of Figure 4? When we read the articles G06 through H39 we get a clearer picture of how they have been associated to each other, albeit somewhat losely:

The police is involved in all articles G06 , U07, G36 , N18 , and S03 . The four articles in the left subtree are also strongly connected by common stems like ‘member’, ‘band’, and ‘immigrant’. The article S03 , however, has a car involved in the story as does U07. 

S03 and with S27 are the most “central” articles in this entire subtree and both deal with Swedes in Italy. In fact, ‘Swedish’ is a common stem for the whole right subtree. 

S27 and L22 both refer back to events in 1991 and together with H39 they all discuss agreements (concerning sponsoring, water pollution, and renting locals for the industry, repectively). Both S27 and H39 mention sums in Swedish crowns.

L22 and L47 are both about international cooperation and regulations (concerning governmental shipyard subsidies and environmental pollution, respectively) and both articles talk about trends of the ’80s.

H39 and L47 speak about activities, such as building (industry plants and ships, respectively). Each of these articles also also refers to an executive director of a company.

So, characterizing the subtree in Figure 3 with few words we can say that the left subtree contains police stories and the right subtree contains examples of more or less international agreements, and the leaf S03, having both, is the major link between the two halves.

The “ordering quality” of the artificial sections is sensitive to the size of the corpus and as it grows, new section versions are expected to develop and eventually stabelize. This applies to both original and artificial sections; for the latter, cf. e.g. that we would probably get the artificial section ‘oil crisis’ when analyzing newspaper material from the early 70’s. We also see new sections or special ---?--- develop in newspaper through time; the newspaper is eventually restructured both according to “semantic” content and communicative function. Another factor influencing on the ordering quality is the accuracy of the pseudo-morphological analyzis underlying the generation of keywords. A third factor is the number of keywords used to describe the articles.

Finally, just a very brief comment on the other result of the cluster analyzis. We got a 2-dimensional clustering configuration which showed how all articles place themselves in this limited “article universe” (cf. [Chalmers & Chitson 92]). The con​figuration reflected the artificial sections and partially the original sections. An important note is, however, that when not doing a partitional clustering (i.e. explicitly telling the program how many sections we want) we leave the decision of how many sections the material should be divided into to the moment in which we visually examine the cluster configuration, “universe”, or “semantic landscape” of the articles. Remember that there is no specially given number of regions in which any landscape should be divided into.

The aim of our current research is to apply techniques for exploring brute facts on other material than newspaper articles of different sections but (for instance) email messages belonging to a number of different communicative acts. There again, in the phase of operationalization, we must decide on what brute facts should be taken into consideration and be counted. Which graph words? Which morphological roots? Which word tuples (or phrase templates)? How are the institutional facts manifested in brute facts in such material?

Still waiting for a suitable corpus of messages, we made another, simple study of the corpus we had at hand, i.e. the newspaper articles. This study was in a way closer to the institutional facts and it builds on a syntactical phenomena of the texts, viz. direct speech. From the 445 articles we automatically (i.e. very cheaply) extracted all lines of the following type:

— Bla bla bla bla bla bla bla bla bla, John Doe confirmed ...

This phrase is even easier to identify in Swedish since it is syntactically simpler, having the verb always immediately following the conjunction comma:

— Bla bla bla bla bla bla bla bla bla, bekräftade John Doe ...

We took advantage of this syntactic consistency to make a concordance of these verbs following the utterances. The result is shown in Table 5:

	
	
	
	

	undra
	wonder
	påpeka
	|point out, 

	fundera
	reflect, ponder
	framhålla
	|call attention to,

	
	
	poängtera
	|stress, accentuate

	
	
	betona
	|emphasize

	resonera
	reason, argue
	understryka
	underline

	
	
	dundra
	thunder

	
	
	
	

	gissa
	guess
	
	

	befara
	fear
	sucka
	(say with a) sigh

	spå
	predict
	bubbla
	“bubble” |

	tro
	think, believe
	jubla
	shout    |(with joy)

	
	
	sjunga
	sing

	
	
	skratta
	laugh

	bedöma
	judge
	skrika
	shout, yell

	tycka
	think, consider
	vråla
	roar

	anse
	think, consider
	
	

	lyda (betyget från)
	be (the judgement of)
	stråla
	beam (with joy)

	mena
	be of the opinion
	
	

	hävda
	assert,claim,argue
	
	

	
	
	klaga
	complain over

	
	
	beklaga (sig)
	complain to

	bekräfta
	confirm
	
	

	intyga
	affirm
	
	

	fastslå
	
	förklara
	explain

	
	
	förtydliga
	clarify

	
	
	
	

	konstatera
	not(ic)e,establ.(the fact)
	svara
	answer

	notera
	note
	
	

	
	
	
	

	
	
	föreslå
	suggest

	säga
	say
	råda
	advice

	uppge (av källa)
	state (by source)
	mana
	urge

	berätta
	tell
	uppmana
	exhort

	skriva
	write
	
	

	kommentera
	comment
	
	

	
	
	hota
	threat

	
	
	deklarera
	declare

	börja
	begin
	protestera
	object

	fortsätta
	continue
	erkänna
	admit

	tillägga
	add
	
	

	summera
	sum up
	försäkra
	assure

	avsluta
	finish
	lova
	promise

	
	
	
	

	
	
	skoja
	joke


Table 2  Verbs in the newspaper corpus which immediately follow a direct speech. 

A tentative grouping of their functional types has been tried (but yet not la​belled).

Verbs found in the newspaper corpus which immediately follow a direct speech is listed in table 2. A tentative grouping of their functional types have been tried (but not yet labeled).
In this experiment we see maybe even clearer how brute facts can be used to find evidence for theories of institutional facts. Already in this very sketchy table we recognize a number of performative verbs and speech acts from e.g. [Austin 62; Searle 69], as well as different functions of written correspondance, described in [Beskow & Hagman 93].

4. Information Retrieval and Institutional facts of language 

Unlike the brute facts, institutional facts presuppose the existence of certain human institutions. Institutions are constitutive systems of rules, e.g. it is only within the institution of marriage that a certain behaviour constitute two people as married, and it is only within the institution of law that a certain behaviour is considered as criminal. Different forms of institutional settings shape the way we behave and perform work,  and the way we interpret others’ behaviour. In the same way the institutional setting affects the language we use and how we interpret it. 

In many professions the documentation work is an essential part of the working process (e.g. researchers, chemists, journalists, lawyers). The main effort in these working activities may very well be spent on documentation work, even if the documentation not is part of the products or services provided by the business.

For a company in the automobile industry as example, the core business is to develop, produce and sell cars, but the performed work will certainly involve a great part of documentation work, e.g. CAD drawings, production plans, manuals etc. Another example is pharmaceutical companies; they develop, produce and sell pharmaceuticals, but to get a new medicine approved by the authorities, there is a long process of testing the substances on animals and people. Main part of this process is devoted to collecting, filing, organising, and  communicating data and information with rigorous requirements on accessibility and trackability. The documentation work of a chemist may be strongly influenced by individual needs, habits and preferences [Hertzum 93], but it is also performed according to institutional rules and social conventions. That may be laws and regulations by authorities as government, professional organizations and international committees, as well as social conventions as (institutionalised) traditions within the company. Both the institutional rules and the social conventions may be seen as constituting the “game” in which paper work and communication take place.

Due to the increased interest in the computer as communication technology (and not only as technology for administrating information), linguistic theories of pragmatics, especially the Searlian speech-act theory, adapted to information system design by [Winograd & Flores 86], have had quite an impact on general design of information systems.  In the IR area these matters have had little impact hitherto, since information retrieval in organizational settings have not been widely addressed. The gap between technology for communication (e.g. mail, routing, workflow) and technology for managing unstructured information, i.e. organising large amounts of documents (e.g. document management systems, IR) however seem to decrease.

As we argued for earlier in this paper, the library model of information retrieval and the use of brute facts of language seem to be insufficient when designing information retrieval systems in organizational settings.  Using a speech act based approach in the design of IR systems, we could take our starting point in Searle, and a systematised, formal  view of speech acts. However,  using speech act theory as a foundation in designing software for communication poses some other problems (for a critical discussion  see [Holm & Ljungberg 95]). 
We could also take our starting point in Austin, and an open ended view of performative acts. Searle specified a set of necessary and sufficient conditions, constitutive of a basic categorization of speech acts. Variations of this categorization underlies for example the Coordinator [Flores et. al. 88], and the Language/Action Approach [Medina-Mora et. al. 92]. A perspective based on Austin, would see the basic categorization as a suggestion, and a starting point for elaborated investigation, and this is what we suggest.

What would then an operationalization of speech act theory, (i.e. the institutional facts of language) in an organizational setting mean? The pragmatic aspects, i.e. context parameters commonly used today is author name, time of production, location, a simple notion of document type  etc. More advanced parameters may include the amount of times a specific document is retrieved, how many users that have retrieved it etc.

A more elaborated way of defining context may be derived from the institutional facts of language. A specific document type will be better specified on the basis of which function the document possess in a corporate context, e.g. the role the document plays in work, information flow, and social setting. The (in)formality of the documents is another important aspect when we are deciding how we should categorise and make documents accessible (again see [Biber 93]). Designing the classification of documents would benefit from richer theoretical foundations, than those usually statistically based.

We could identify communicative acts  on basis on the organizational setting and the institutional facts of language. This is a top-down approach, where the most fundamental acts are identified, and the type of messages and documents they produce. This top-down process may in a design activity of a document management system involve quite traditional methods of IS-development, such as interviews, modelling sessions with users and people working in the process, participative methods etc. This methods will mainly have a qualitative focus.

If we take the process of developing a new drug as example, the final outcome is not only a drug but an enormous amount of paper and documentation to be submitted to the authorities for approval of the drug. Such a New Drug Application (NDA, i.e. application for permission to market a new drug) contains, among other things, large amounts of evaluations of clinical data from different kinds of clinical tests.

In [Blair 91] the implications of Austin’s theory of performatives for information retrieval are elaborated. If we take our departure in Austin, as suggested, we could easily see the relevance of the basic class of performatives Austin called verdictives [Austin 62] to the clinical test process. A verdictive is an illocutionary act which delivers a finding, verdict or evaluation based on the review of relevant evidence. Examples might be rank, diagnose, estimate, measure, calculate, analyze, evaluate and the like. [Blair 91] gives some examples on how these illocutionary acts could be used to classify and represent documents in an organization. Typically market evaluations, trouble-shooting reports, comparisons of products are examples of evaluative use of language, i.e. verdictive acts.

A clinical evaluation of test data, may thus be represented as a verdictive act. A descriptive structure (modified from Blair) might look like:

• Object of evaluation

• Type of evaluation 


(ranking, comparision, diagnosis, calculation, estimation, analyzis etc.)

• Date of evaluation

• Name of evaluator

• Status (rank or affiliation) of evaluator

• Standard of evaluation (financial, clinical, comparative etc.)

• Nature of evaluation (subjective or objective)

• Level of uncertainty

• Reference (or link) to eventual raw data underlying the evaluation.

5. Combining Brute Facts and Institutional Facts

In using performatives, we can clarify the context of specific documents. We will also have a better base to link documents together, in a kind of discourse. However, all the institutional facts may not be visible as explicit rules, but evolve in working practice and as tacit knowledge. By elaborating the statistical clustering to go for terms and phrases indicating the functional role of a document, we may get quantitative data to use in combination with the qualitative data. Bottom-up, brute facts do as well have qualitative aspects: e.g. the “stop words”, or “functional words” that are filtered out are defined on qualitative (semantic) basis and not (entirely) on statistics. These findings may indicate new classes of document types, or they may strengthen the importance of those which are already known. In analyzing for example email messages, such an investigation may give valuable hints to the design of message templates etc.

Statistics will be a valuable tool in deciding what functions and types of documents there are. The specific acts are represented or realised with specific words and phrases. Once these are identified (which is a qualitative task) we could use quantitative methods as well, i.e. investigating the brute facts of language, as a means to find categories that might be missed in the top-down approach, and also evaluate the findings of the qualitative approach. Top-down institutional facts do also have quantitative aspects: e.g. documents representing very rare communicative functions in a certain activity (like a joke) might, due to their low number by which they occur be grouped together as Miscellaneous.

6. Conclusions

We have described a way to combine techniques for analyzing brute facts and institutional facts of language, as a basis for the design of systems for management of unstructured and semi-structured documents (e.g. information retrieval, document management, electronic mail). We have argued for the need of more pragmatic foundations for information retrieval when applied to organizational settings. Still we think a pragmatic approach would benefit from the use of statistical techniques. The combined approach is planned to be tested in the setting of a pharmaceutical company.
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�  E.g. product development discourse, ordering discourse etc.


�  Here we must add, though, that even some sets of non-functional or highly frequent words as epistemic adverbs, pronouns, and modal verbs may be used to characterize the documents. What the distribution of such words might indicate is still little explored.


�  Viz.the daily newspaper Göteborgs-Posten.


�  The program we used is described in [Hagman 94].


�  Cf. [Rose & al. 93] for a similar experiment.
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